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Abstract 

Computer modelling and simulation are commonly used to analyse engineered systems. 

Biological systems differ in that they often can not be accurately characterized, so 

simulations are far from exact. Nonetheless , we argue in this paper that evolution results 

in recurring, dynamic organizational principles in biological systems, and that simulation 

can help to identify them and analyse their dynamic properties. As a specific example, we 

present a dynamic model of the galactose utilization pathway in yeast, and highlight 

several features of the model that embody such “design principles”. 
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1. Introduction 

 

Following the Second World War, possibly spurred by the horror of nuclear warfare, 

many prominent physicists turned their attention to biology and helped create the fields 

of structural and molecular biology. Much later, the advent of high throughput 

sequencing technologies and genome projects, led to a wave of computer scientists 

joining the fray, and created the field of bioinformatics. Less publicized, but equally 

successful, was the flow of control engineering ideas into biochemistry which led to the 

development of Metabolic Control Analysis  [1] and Biochemical Systems Theory [2] in 

the seventies. 

 

Much has been written in recent years of a new wave of migration from the applied 

quantitative sciences into biology, creating another new discipline: Systems Biology. 

Curiously, although Systems Biology is typically defined as the study of the dynamic 

behaviour of biochemical networks, computer modelling and simulation of network 

dynamics has so far played a relatively small part within the field compared to the 

construction and analysis of static large-scale network models from high throughput data.   

 

Computer modelling, simulation and analysis are of course widely used in many branches 

of engineering for a wide variety of purposes. Apart from the common use of simula tion 

to check against unpredicted/undesirable system behaviours , simulation analysis is used 

to optimize the performance of systems ranging from digital electronics to sailing boats. 

Additionally, simulation analysis is also a common aspect of safety desig n: predicting 

how engineered systems fail under adverse conditions (e.g. cars in collision, power grid 

failures, and internet attacks). This has been possible because we can characterize the 

behaviour of engineered components to great accuracy.  

 

By contrast, the components of biological systems are difficult to characterize. The 

kinetic behaviour of a protein specie may depend on its amount, conformation, cellular 

location, and the milieu of other molecules present in the cell at the same time. None of 
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these variables can be defined exactly. Many are fundamentally only definable as 

members of Fuzzy Sets with intrinsically noisy distribution profiles. Moreover, 

experimental measurement of molecular concentrations, protein states, interaction 

kinetics, etc. is inherently inexact. In-vitro measurements often do not reflect conditions 

inside a cell and can be orders of magnitude different from in -vivo values. In-vivo 

measurements, on the other hand, can currently only be carried out by proxy and provide 

very approximate values. For instance, the long half-life of Green Fluorescent Protein (as 

well as Luciferase and other reporters), means that in -vivo measurements represent the 

time-average (integral) of an activity, not its instantaneous value.  

 

These, and other concerns we will outline below, have led many experimental biologists 

to conclude that simulation and analysis of biochemical pathway kinetics is unlikely to 

provide predictive insights. Despite the success of biochemical simulation analyses that 

established the role of positive and negative feedback in providing robust network 

behaviours  such as responses to environmental conditions [3,4] and development [5-8], 

many experimentalists argue that cellular pathways are the idiosyncratic result of eons  of 

evolutionary tinkering whose behaviour cannot be understood in terms of engineering 

principles.  The extreme efficiency demonstrated in molecular systems ranging from the 

ATPase motor to the immune response are assumed to be exceptions, and most cellular 

pathways are said to resemble Rube-Goldberg  [9] / Heath-Robinson [10] “gadgets” 

which are neither optimal nor parsimonious. Thus, it is considered unreasonable to ask 

why a biochemical pathway is organized in a particular manner, not only because ou r 

models are inherently inaccurate, but also because there are no organizational (design) 

principles in Rube-Goldberg machines.   

 

Engineered systems on the other hand, are assumed to be designed rationally and for a 

given purpose1. However, engineered systems are frequently developed initially for one 

purpose, but are adapted and adopted for unforeseen new uses that belie the original 

intention [11]. Furthermore, as the books of Petroski [12] and others amply illustrate, 

                                                     
1 It is instructive to note that some languages distinguish between “why” meaning “arising from what” and 
“why” meaning “for what purpose” (e.g. “madua” and “lama” in Hebrew). Clearly, the former is a 
reasonable question to ask of the evolution of both biological and engineered systems.  
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engineered systems fail all too often, and frequently in predictable ways (e.g. the 

harmonic oscillations that destroyed the Tacoma Narrows Bridge near Seattle in 1940, 

later also closed down the London Millennium Bridge in 2001). Numerous additional 

parallels (e.g. spandrels, vestigial structures, and “evolutionary ghosts” such as the 

QWERTY keyboard layout) may be drawn between the evolution of engineered and 

biological systems. Yet, modelling, simulation, analysis, and even reverse-engineering 

are part and parcel of modern engineering.  

Many cellular pathways are highly efficient and/or are highly conserved across multiple 

species (e.g. the β-catenin pathway, [13]). Given changing and unpredictable 

environments, and the competitive pressures of co -evolution, there can be no optimal 

systems, but rather an ongoing optimization of trade-offs. Can the mechanisms that 

underlie biological efficiency be understood in terms of logical organizational principles? 

Does evolution lead to the emergence of recurring organizational motifs that we may 

consider analogous to “des ign” principles? Or is each biochemical pathway a unique 

product of bricolage whose organization cannot throw light on the organization of other 

pathways?  

Consider the principle of modularity (for a discussion and review see [14]). The modular 

organization of stable chemical structures in biology is well established. For example, 

DNA is  organized in a hierarchy of modules ranging from chromosomes, through hetero - 

and euchromatin, to the level of genes which themselves  comprise cis -regulatory 

modules, promoter regions, introns, exons, etc, all the way down to the level of codons 

and beyond. Likewise, proteins comprise folds, interaction domains, etc; metazoans 

comprise body parts, organs, cells and so on.  Indeed, the existence of such modules 

underlies much of bioinformatics (e.g. sequence annotation, transcription factor binding 

site prediction, etc.) and computational biology (e.g. protein structure/function 

prediction).  

 

Are inter- and intra-cellular biochemical networks  - which are dissipative, far from 

equilibrium structures - also modularly organized? Certainly, traditional molecula r and 

cell biology has tended to study small parts of molecular interaction networks as though 
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they can be studied in isolation and independently of the context of their cellular 

interactions. This may however have more to do with the reductionist perspect ive of these 

disciplines (emphasizing the need to understand the building blocks before attempting to 

understand a system) than with an explicit assumption of modularity.  

 

We believe that evolution does result in recurring, dynamic organizational principles in 

biochemical pathways. Moreover, we posit that, in spite of its inherent inaccuracies, 

computer modelling and simulation can be used to identify and study such “evolutionary 

design principles”. To make specific and illustrate our point, in the rest of this paper, we 

present a model of the yeast galactose utilization pathway (a metabolic module) built 

from existing, publicly available data, and highlight several features of the model that 

embody “design principles” already predicted theoretically, and/o r observed in other 

biochemical pathways. 

 

2. Overview of galactose uptake in yeast 

 

Galactose utilization in the yeast Saccharomyces cerevisiae has been extensively studied 

at the genetic and metabolic levels. As such, it provides an attractive case-study and an 

opportunity to investigate the interactions between these two organizational levels. Figure 

1 summarizes the pathway. Table 1 summarizes the abbreviations used in Figure 1 and 

throughout the text . Galactose uptake begins with the entry of galactose into the cell 

through a galactose-inducible transport process dependent on the protein gal2p encoded 

by the gene GAL2, followed by the conversion of galactose into glucose 1-phosphate 

through the Leloir pathway [15,16]. The metabolic conversions leading to glucose 1-

phosphate require the action of three galactose-inducible enzymes, galactokinase, 

galactose-1-phosphate uridylyltransferase, and UDP-galactose 4-epimerase. These 

correspond to the products gal1p, gal7p and gal10p encoded by the genes GAL1, GAL7 

and GAL10, respectively. All of these genes are induced in galactose. For reviews of the 

regulation of galactose uptake see [17-19]. 
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Figure 1. (a) Schematic representation of the galactose uptake pathway. Full arrows 

represent mass transformation; dashed lines represent regulatory interactions, with 

arrowheads for activation and blunt ends for inhibition. (b) Detail of the control network 

with the protein-protein and protein-DNA interacti ons represented. 

 

The GAL 1, 2, 7, and 10 genes, together with the regulatory GAL3  and GAL80 genes, are 

members of the GAL regulon. Throughout this paper, the GAL 1, 2, 7, and 10 genes are 

referred to as “structural genes”, and GAL3 and GAL80 as “regulatory genes”. The GAL4 

protein gal4p promotes transcription of all the GAL genes by dimerizing and binding with 

their cis-regulatory regions. The GAL80 protein gal80p represses transcription by binding 

with gal4p. The GAL3  protein gal3p is thought to be converted into an active form by 

intra-cellular galactose in an ATP dependent manner. In its active form, gal3p restores 

transcription of the GAL genes by relieving the repressive action of gal80p. Thus, an 

initial flow of galactose into the cell combines with basal levels of gal3p to switch on 
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transcription of the GAL genes. These mechanisms are illustrated schematically in Figure 

2. While the regulatory genes GAL3 and GAL80 each have only one binding site for the 

Gal4p dimer, the structural genes GAL 1, -2, -7, and -10 have multiple (2-5) binding sites. 

 

 

 
Figure 2. Transcriptional regulatory states of the GAL genes. DNA is represented by a thick 

horizontal line. The bent arrow represents the basal transcription apparatus. The DNA 

segment upstream (to the left) of this site represents the cis-regulatory region of the gene. 

Gal4p dimers bind DNA at specific locations with a palindromatic motif comprising three 

conserved bases at each end and variable base compositions in between. A, there is no 

induced transcription in the absence of gal4p. B, binding of gal4p dimers induces 

transcription. C, gal80p binds to gal4p and represses transcriptional activity. D, galactose-

activated gal3p molecules bind gal80p and disrupt their repressive function. 

 

With respect to galactose, the expression of GAL1,-2,-3,-7,-10, and -80 genes falls into 

one of two states: (1) under non-induced conditions (e.g. in glycerol or raffinose media) 

GAL3 and -80 are expressed at a basal level, while GAL2, -1, -7 and -10 show no 

detectable transcriptional activity; (2) with galactose as the carbon source, GAL gene 

expression is induced to high levels for the transporter and enzyme genes and to moderate 

levels for GAL3 and -80. In addition, the expression of GAL genes is repressed in 

glucose, and only the (repressor) GAL80 gene shows significant expression. Finally, 

GAL4 expression is repressed in glucose, but appears not to be differentially regulated in 

the absence of glucose.  
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3. The galactose utilization model  

Our model is divided into three parts . (1) “Enzymatic pathway”, refers to the transport 

of galactose inside the cell and enzymatic transformation of galactose within the cell. (2) 

“Transcription and translation of structural genes”, refers to the transcription and 

translation of GAL1, -2, -7, and -10. (3) “Control network”, refers to the protein-DNA 

and protein-protein interactions that control transcription of all GAL genes and includes 

the transcription and translation of the GAL3  and GAL80 genes. The “enzymatic 

pathway” and “transcription and translation of structural genes ” models are in direct 

agreement with data from literature, while optimization techniques were used to adjust 

rates where necessary to estimate parameters for the “control network”. The model is 

described in terms of ordinary differential equations in Table 2 (abbreviations listed in 

Table 1). Full details of the model are given in Appendix 1. 

 

The model reproduces the un-induced and induced states, and allows for simulation of 

partial induction as observed by Biggar & Crabtree [20] who showed that varying 

external galactose levels produces graded changes in GAL1 promoter activity. Li et al 

[21] showed that this graded induction has a plateau reached at  galactose concentrations 

between 1 g/L and 3 g/L (5.5 and 16.7 mM respectively), and maintained up to 20 g/L of 

applied external galactose. They also showed that at 0.1 g/L (0.55 mM) of external 

galactose, GAL gene expression is only 10% of the maxi mum. We capture these 

observations with a model of the fractional saturation of regulatory factors on DNA based 

on the Arhenius equation [22]. The derivation of this function for the different GAL 

genes, which have different numbers of Gal4p dimer binding sites, is given in Appendix 

2. 

 

Regulation of galactose 1-phosphate concentration is of particular interest because it is 

known to be toxic; although the mechanism of toxicity remains unclear [23-27]. We 

optimized the parameters of our model to reproduce a value for galactose 1-phosphate 

close to that reported by Ostergaard et al [25] for a continuous culture in 0.47 mM of 

external galactose. We considered two situations, one at 10% of maximal induction with 
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external galactose set to 0.5 mM ; and the other at full induction with 111 mM, (20 g/L) of 

external galactose.  

 

The entire model was implemented and simulated using the Open Source program Dizzy 

(http://labs.systemsbiology.net/bolouri/Dizzy) which permits stochastic and ODE-based 

simulations, hierarchical modelling, and model-instantiation and re-use. The model is 

available as part of the online Supplementary Materials and may be imported into other 

simulation environments using the ability of Dizzy to read and write the Systems Biology 

Markup Language (www.sbml.org) model exchange standard. The stochastic simulations 

are performed using the Accelerated Approximate Stochastic Simulation Algorithm (also 

called the "Tau-Leap" method, see [28] for a full description). The computational 

efficiency of the approximate Tau-Leap method is monitored, and when it becomes 

inefficient to evaluate the "leap" time, the method switches to employing Gillespie's well-

known discrete-event stochastic simulation technique [29]. 

 

Figure 3 shows some example simulation results from the model and compares the 

stochastic and ODE-based simulation results. Note the high degree of variability in 

mRNA and protein concentrations in individual cells. Note also that the average of 

several stochastic simulations (here 30 individual simulation runs) approaches the 

behaviour of the ODE simulations. However, the large deviations from this average for 

individual stochastic simulations indicate that individual cells may experience conditions 

very different from the population average (the quantity measured by most experimental 

assays). 
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Figure 3. Comparison of ODE and stochastic simulations. Left two columns show the 
transition from uninduced to low induction (0.5 mM GAE), right two columns show 
transition to full induction (111.1 mM GAE). Shown are several key species. The regulatory 
protein gal80p is a repressor, gal7p is a structural protein. Green lines show 30 stochastic 
simulations, blue line is the mean of the ensemble, dashed red line is the ODE simulation.  
 

4. Organizational principles in galactose utilization 

In this section, we use simulation and analysis to show that the organization of the 

galactose utilization pathway confers specific operational advantages to it when 

compared with alternative implementations. We posit that while such features have arisen 

by chance, they were selected for because of their superior performance. We note that the 

same, or very similar features have been predicted theoretically and observed in other 

biochemical pathways (see references in individual sections below); making these 
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recurring dynamic motifs potential candidates for the role of “design principles” 

emerging from evolution. 

 

4.1. Dimerization reduces intrinsic noise 

One example of a dynamic motif is the dimerization of key proteins. As discussed in the 

appendix, the repressor gal80p, and the structural proteins gal7p and gal10p, all form 

dimers, which has been shown to reduce noise in genetic networks [30]. In order to assess 

the degree of noise reduction, it is convenient to work in terms of the Fano factor, which 

is the ratio of variance to mean. In a Poisson process, the variance scales with the mean 

so the Fano factor is one [31]. Analytical estimates [32] show a significant reduction in 

the Fano factor for the dimer (compared to the monomer, see Figure 4). Because protein 

is produced from mRNA, which itself is subject to stochastic noise, the Fano factor for 

proteins is typically much higher than one, but dimerization still reduces the Fano factor 

by a proportionate amount. For example, at low induction, the gal10p dimer has a Fano 

factor of about 317, while the total gal10p, which is the number of monomers plus twice 

the number of dimers, has a Fano factor of about 651, a factor of two greater. Put anoth er 

way, if gal10p did not dimerize, but was produced to the same level as gal10p dimer, then 

the expected ratio of standard deviation (square root of the variance) to mean would be 

higher by about a factor of the square root of two. 

 



 12

 
 
Figure 4. Plot of Fano factor (defined as the ratio of variance to mean) for an example 
scenario. Fano factors for a hypothetical  monomer protein X and its dimer X2 are shown 
[32]. Here Kdim is the ratio of reverse to forward dimerization rates. In this simple example, 
protein is assumed to be created and destroyed at fixed rates  in a simple Poisson process . 
Plot shows how the dimerization reaction reduces noise well below what would be expected 
in a simple Poisson process (i.e. a Fano factor equal to one). Results are consistent with 
noise reduction for dimers in the galactose model, although in that case, the protein Fano 
factors are much higher than Poisson because proteins are synthesized from mRNA 
molecules which are themselves transcribed by a stochastic process (see  text). 
 

 

4.2. Feedback regulation of gal3p and gal80p reduces sensitivity to transient changes 

in galactose 

A feature of this system, which may initially appear counter-intuitive, is that both gal80p 

and gal3p proteins are up-regulated when the pathway is activated by galactose [33,34]. 

Since gal80p represses transcription of the GAL genes, this is analogous to galactose 

activation trying to turn itself off (negative feedback). GAL3 also has an autocatalytic 

effect; however, here the feedback is positive. Galactose-activated gal3p protein 

molecules result in de-repression of the GAL3 gene itself. Thus, a basal amount of gal3p 

protein is necessary in order to lock on the GAL3 positive feedback loop and activate all 

the GAL genes. Based on simulations of the GAL 3, 4, and 80 interactions, Verma et al 
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[35] proposed that the GAL80 autoregulatory feedback has evolved to compensate for the 

non-inducibility of the galactose pathway if only GAL3  is autoregulated. Interestingly, 

GAL3 is  thought to have evolved from a duplication of GAL1, but has only one gal4p 

dimer binding site [35]. In our model, this results in non-zero GAL3 expression levels  

when it is either repressed by gal80p or un-induced, which would be sufficient to enable 

its activation by incoming galactose, independently of the GAL80 negative feedback 

 

Negative feedback has been shown to reduce stochastic noise in biochemical networks 

[36]. To investigate whether the dual feedback regulation of GAL3  and GAL80 plays a 

similar role in noise reduction, we produced a variant of our model in which neither 

GAL3 nor GAL80 is transcriptionally regulated. Because the up-regulation of the 

repressor GAL80 is counteracted by up-regulation of the activator GAL3, the performance 

of the two versions is similar when simulated using the ODE’s; however the noise 

properties are very different. Figure 5 shows  stochastic simulations of a key regulatory 

protein (gal80p dimer, top panel), and a key intermediate product (galactose 1-phosphate) 

for the normal and unregulated versions of the model in the 10% induced state. The 

simulation was carried out for a period of 10,000 minutes to get good statistics; 

equivalently, one could perform simulations of a number of cells over a shorter time 

period. Figure 6 is a plot of the dimensionless ratio of standard deviation to mean for the 

full range of species. The model with regulation shows significantly lower noise for 

almost all species. Analysis using the estimation tool  [37] in Dizzy, which estimates the 

noise as a weighted sum of the reaction rates, shows that the improvement is due to two 

effects: negative autoregulation of gal80p, which reduces noise in that key protein, and 

up-regulation of gal3p and gal80p, which increases the number of molecules taking part 

in reactions and therefore also reduces noise. 
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Figure 5. Plot of gal80p dimer (top panel) and galactose 1-phosphate (lower panel) for the 
regulated and unregulated cases at 10% induction. The unregulated case (red dashed line) 
has higher stochastic noise in both species.  
 

 
Figure 6. Comparison of stochastic variability for the regulated and unregulated versions of 
the model in the 10% induction state. Shown is the dimensionless ratio of standard 
deviation to mean. The system without regulation has significantly higher noise. 
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4.3. Multisite modulation avoids toxic build up of intermediary products  

It has been shown that a coordinated and simultaneous increase in the activity of all of the 

enzymes of a pathway allows an efficient increase of the steady state flux wit hout 

affecting the level of intermediates, and other connected pathways [38,39]. This form of 

flux control is referred to as Multisite mo dulation [39]. For our simple pathway, this 

principle predicts that the proportional increase of all enzyme activities produces a 

proportional increase of flux, with no changes in the concentrations of the intermediaries. 

An application of this principle to the galactose pathway was reported by Ostergaard et al 

[40] who obtained an increase in the flux by eliminating the three negative regulators of 

the GAL system (gal6p, gal80p, and mig1p).  

 

Figure 7 shows simulations of the concentrations of internal galactose and galactose 1-

phosphate when the system is induced with a large concentration of external galactose 

(20 g/L). As a result of induction by galactose, transporter and enzyme concentrations 

increase slowly during the entire simulation time in a coordinate manner. The 

coordinated-induction case is compared with a hypothetical case where the galactose 

transporter (gal2p) concentration is fixed to a high level during the entire time  course of 

the simulation. The effect of fixing gal2p is a change in the balance in supply and 

demand, with very high levels of supply, and consequently high accumulation of both 

intermediaries [41]. It is interesting that perfect regulation of internal concentrations is 

not achieved even for coordinate control, and a low transient accumulation is observed. 

This may be an example of an evolutionary compromise between multiple system 

tradeoffs. It should be noted that there is a very small constitutive level of galactose 

transport which is not considered in our model (see appendix 1). The true situation will 

be more pronounced than that shown for coordinate induction  in Figure 7.  
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Figure 7. Time course simulation of full induction. Blue lines show the complete model, with 
balanced induction. Red lines show the model with gal2p value held constant. This level was 
fixed to be the same as that reached by simulations of the full coordinate induction model at 
500 minutes). Solid lines are internal galactose, dashed lines galactose 1-phosphate. 
 

4.4. The number of binding sites per gene reflects the need for silenced vs. basal 

transcription levels 

Multiple binding sites for a single transcription factor on a given target gene are common 

in higher eukaryotes  [42]. An interesting feature of this system is that, while the 

regulatory genes have only one gal4p dimer binding site, the structural genes have 

between two and five [18]. There is a clear difference in behaviour between genes with a 

single site and those with two or more, since synergistic binding of gal80p means that 

repression is much more effective in the latter case [43]. The regulatory genes therefore 

have a fairly large basal transcription. This  is necessary since both gal3p and gal80p have 

to be present in the un-induced state in order for the system to sense and respond to 

external galactose. The structural genes , on the other hand, have a more switch-like 

behaviour, with only minimal basal transcription in the un-induced state. It should be 

noted that even with multiple binding sites, the basal expression levels are not absolute 

zero. Indeed, in our model, the non-zero basal expression of Gal2 is in fact necessary to 

initiate induction. 
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To illustrate this effect, we produced a modified version of the model in which the 

structural gene gal7p has  only one binding site. Figure 8 compares the levels of protein 

for the two cases, in the non-induced state. The basal output is much higher when the 

gene has  only a single binding site. However, even with multiple binding sites our model 

predicts significant basal activity, which may be responsible for the transient  increase in 

galactose 1-phosphate during induction (see section 4.3). 

 

 
 
Figure 8. Plot of total gal7p protein produced, for N=2 binding sites (usual model), and a 
modified version with N=1 binding site. The basal output is much higher in the modified 
version (red dashed line). Plot shows how cooperativity in gal80p binding keeps basal 
output of structural proteins low.  
 

 

4.5. Other features of the system requiring further study  

The transient accumulation in galactose 1-phosphate during induction (see bottom right 

panel in Figure 3 and also Figure 7), although moderate, may indicate that the model is 

not complete. Interestingly Greger & Proudfoot [44] showed that GAL7  is induced about 

five minutes before GAL1  and GAL10. This could ensure an increase in the consumption 
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of galactose 1-phosphate and a decrease in its concentration at the start of induction. 

Therefore, this may be a fruitful area for further investigation. 

 

5. Conclusions 

Selective evolutionary pressure results in ongoing performance optimization and favours 

the emergence of dynamic structures that support complex behaviours. We argued that 

this evolutionary process results in recurring organizational motifs that may be viewed as 

evolutionary building blocks and “design principles ”. Computer modelling and 

simulation offers a well-established framework for the analysis of the dynamic behaviour 

of systems.  

 

We noted that, based on experimental evidence published over the past 37 years, the 

yeast galactose utilization pathway includes a number of organizational motifs, including 

negative feedback, dimerization, multisite modulation, and the use of multiple 

transcription factor binding sites. We constructed a fairly detailed biochemical model of 

this relatively well-studied pathway. Our model closely reproduces experimental 

observations. Simulations of the model showed that these motifs ensure robust system 

behaviour in spite of random variations in a cell’s environment, as well as intrinsic noise 

in gene expression. Each of the motifs considered have also been observed in other 

biochemical pathways. The functional advantages we highlighted have also been noted in 

these pathways. The observation that these organizational motifs recur and confer 

performance advantages  in different pathways, suggests that their repeated occurrence 

may not be the result of random chance, but rather the recurrent selection of a good 

“des ign principle”.  
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Appendix 1: Details of the model 

 

The three parts of the model, “Enzymatic pathway“, “Transcription and translation of 

structural genes”, and “Control network”, were modelled separately and then joined. 

Although some parameters are introduced using mM as units of concentration, the 

complete model is computed in “molecules per cell” (m/c). The conversion between m/c 

and mM is done by assuming 2.38 mL of cell volume per gr of cell dry weight [25], and a 

cell dry weight of 15 x 10-12 gr per haploid cell [45].  

 

Enzymatic pa thway: 

 

Transport. Galactose transport can be divided in three components, two galactose 

inducible transport processes, a high-affinity process and a low-affinity process, both 

dependent of gal2p, and one residual constitutive low affinity transport, independent of 

gal2p [46,47]. The mechanism of this inducible two component transport is unknown. 

Only the high affinity component is assumed in this model and an equation describing 

transport as a symmetric facilitated diffusion process is applied [48]:  

 

2Km_TRGAIGAEa_TRKm_TRGAIKm_TRGAE1
Km_TRGAIKm_TRGAE

G2k_TRv_TR
⋅⋅+++

−
⋅=

 (1.1) 

 

Km_TR is 1 mM for the inducible high affinity transport [47]; a_TR is the interactive 

constant [48], with a value of 1 [49];  k_TR was adjusted  to 4350 min -1. This adjustment 

provided at GAE 0.5 mM a value of GA1P in the range of the values provided by 

Ostergaard et al [25].  

 

Galactokinase: Galactokinase is a monomeric protein [50]. The reaction catalysed by it 

depends on ATP, but because ATP is not a dependent variable in the model, we assume 

that the galactokinase reaction is only dependent on GAI: 
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GAIKm_GK
GAIG1kcat_GKv_GK

+
⋅⋅=  (1.2) 

 

kcat_GK is 3350 min -1 and Km_GK is 0.6 mM [50]. The kinetic measurements 

correspond to apparent values with ATP concentration fixed.  

 

Galactose-1-phosphate uridylyltransferase. The reaction catalyzed by galactose-1-

phosphate uridylyltransferase, depends on a dimeric protein [51], and has been described 

to follow a ping-pong mechanism [15]. We describe it with the following equation: 

 

UGLGA1PGA1PKm_ugl_TFUGLKm_ga1p_TF
UGLGA1P

G7dkcat_TFv_TF
⋅+⋅+⋅

⋅
⋅⋅=

 (1.3) 

 

kcat_TF is 59200 min -1 (per enzyme molecule; dimer),  Km_ga1p_TF (Km for GA1P) is 

4.0 mM, and Km_ugl_TF (Km for UGL) is 0.26 mM [51]. 

 

UDP-galactose 4-epimerase. The reaction catalyzed by UDP-galactose 4-epimerase, 

depends on a dimeric protein [52], which transforms UGA in UGL in a reversible 

manner. We describe it with the following equation, which models  the reversibility of the 

reaction: 

 

( ) ( )
Km_ugl_EPUGLKm_uga_EPUGA1

Keq_EPUGLUGAKm_uga_EP1
G10dkcat_EPv_EP

++
−⋅

⋅⋅=  (1.4) 

 

kcat_EP is 3890 min -1 (per enzyme molecule; dimer), Km_uga_EP (Km for UGA) is 0.22 

mM, and Keq_EP is 3.5 [52]. Keq_EP refers to the ratio UGL/UGA [52]. Km_ugl_EP  

(Km for UGL) is 0.25 mM, corresponding to the value in Vicia faba [53].  

 

The value for the conservation UGL+UGA is set to that reported by Lai et al [26] in 

fibroblasts. kcat_EP was increased 10 fold (kcat_EP = 38900 min -1) in order to change 

the ratio UGL/UGA to a value closer to that reported by Lai et al [26]. 
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The dimerization rates for G7 and G10 were assumed to be equal to that of G80  

(Equation (4) of Table 3). 

 

Our description of the galactose uptake at the level of enzymes does not include the 

following points: 1) GL1P is transformed in glucose 6-phosphate by the action of 

phosphoglucomutase and with UTP is transformed to UGL and PPi by the action of 

UDP-glucose pyrophosphorylase [15]; 2) UDP-galactose 4-epimerase has been shown to 

be a bifunctional enzyme with aldolase 1-epimerase (mutarotase) activity [54]; 3) 

Christacos et al. [55] have suggested substrate/product channeling or other interactions 

that could alter the kinetics of the enzymes, based on the experimental evidence of gal7p 

subcellular localization, which is dependent upon coexpression of gal1p and gal10p; 4) 

The equation describing the galactokinase catalysed reaction does not allow the use of the 

model to simulate the expected high accumulation of GA1P in galactose-1-phosphate 

uridylyltransferase deficient strains . The reasons for this are: a) GA1P is a product 

inhibitor at very high concentrations [50,56]; b) UDP-glucose pyrophosphorylase has 

been shown also to be a multi-functional enzyme that catalyses the conversion of GA1P 

to UGA [24,26], and although its activity is very low compared with this for galactose-1-

phosphate uridylyltransferase [26], we can not evaluate this effect on GA1P under 

galactose-1-phosphate uridylyltransferase deficiency. 

 

Transcription and translation of structural genes .  

 

The transcription of the structural genes is described in Table 2 (Equations (5) to (8)). 

The degradation rates kdr_struct and kdr_2 are equal to the summation of two 

components, one intrinsic degradation rate of the RNA and the other the dilution rate that 

accounts for cell growth. A dilution rate of 0.097 hour-1 is used, and corresponds to that 

for the chemostat continuous culture used by [25] to study steady state at GAE 0.5 mM. 

The intrinsic degradation rate components are deduced from the poly(A) half-life 

estimations from Wang et al [57]. From their values we assume the same half-life of 22 

min for GAL1,-7, and -10, and 49 min for GAL2. The maximum initiation rate of 

transcription, kir_struct and kir_2, are adjusted to approximate reported steady state 
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values of R1, R2, R7 and R10. The model is fit to provide for structural genes a value of 

around 30 m/c of mRNA under full induction conditions  and a very low basal expression 

level under non-induction conditions. Iyer & Struhl [58] have reported a value R1 of 33 

m/c, under conditions of high galactose concentration, which we assume as full 

induction. This level of induction should be similar for the other R2, R7 and R10, as 

deduced from the similar induction observed when comparing results from microarray 

experiments of steady-state induction (galactose) versus repression (glucose) [59].  

 

The level of transcriptional induction is a function of galactose induction, but also a 

function of the number of binding sites for gal4p. Regulatory genes in the galactose 

pathway have only one binding site, but structural genes have multiple binding sites [43], 

with the exception of the structural gene MEL1, which is also a gal4p regulated gene. Our 

model assumes two binding sites for GAL7, four for GAL1 and GAL10 (these four 

binding sites are in a shared promoter region), and five for GAL2 [18]. Synergistic or 

stabilizing effects, depending on the number of binding sites, have been suggested [43] 

for the binding of the repressor gal80p. Such stabilization could be due to gal80p 

dimerization and/or gal80p dimer-dimer interactions, which could in turn stabilize gal4p-

gal80p interactions. This has been proposed to explain the low basal expression of both 

GAL3 and GAL80 [43], both of which have a single gal4p binding site, and the more 

efficient repression of GAL genes with multiple gal4p binding sites. Melcher & Xu [43] 

discount cooperative binding of gal80p dimers, and favour a mechanism in which gal80p 

multimerization reduces accessibility of the gal4p -gal80p complexes to the 

transcriptional machinery. Our model emulates this stabilization effect by changing the 

association rate of the binding of gal80p dimers to the gal4p -DNA complex by an 

arbitrarily large but plausible cooperativity factor of 30 (see [60], and Appendix 2).  

 

The protein translation process is described in Table 2 (Equations (9), (10), (11), and 

(13)). The degradation rates , as for transcription, are equal to the summation of two 

components, the intrinsic degradation rate of the proteins and the dilution rate. The 

intrinsic degradation rate component is assumed to be 0.022 hour-1 for all structural 

genes, which is the measured average for 50 proteins in yeast [61]. The initiation rates are 
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adjusted to provide specific steady state values for the protein -mRNA ratios (G/R). 

Recently, Ghaemmaghami et al [62], through a global analysis of proteins in yeast, have 

shown a significant relationship between mRNA levels and protein levels, although 

individual genes with equivalent mRNA levels can have large differences in protein 

abundances. From the supplementary material that they provide it is possible to estimate 

a global G2/R2 of 3500 for gal2p, as this is the mean value for the functional category of 

“Transport facilitation”. They provide a value of G/R of 5000 for the functional category 

of “Metabolism”, which we apply to gal1p, gal7p and gal10p. It should be noted that our 

protein degradation rates and the ratio of Protein/DNA are based on general measures of 

Saccharomyces cerevisiae, not specifically for GAL products.  

 

 

Control network: 

 

Simplified picture of protein-DNA and protein-protein interactions . The simplified 

picture of protein-DNA and protein-protein interactions that we provide is based in the 

following observation: (1) gal4p dimerizes and binds DNA as a dimer (G4d); (2) gal80p 

dimerizes (G80d) and forms a complex with the gal4p dimer; (3) gal3p  and gal80p form a 

complex containing one molecule of gal3p (G3) and one molecule of gal80p (G80). (4) 

gal3p is activated (G3i) by interacting with the internal galactose (GAI). These 

assumptions and other general considerations are discussed below. 

 

The nature of G4 interactions . Gal4p binds DNA as a dimer and dimerizes in solution 

[63,64]. The association and dissociation rate constants for DNA binding and 

dimerization are in Table 3 (Equations (2) and (3)). However some points are not 

reflected in the model: 1) affinity changes depending on  the binding site, as Kang et al 

[65] have shown for the shared GAL1-GAL10 promoter; 2) a phenomenon of 

cooperativity of the binding of gal4p in adjacent sites has been described [65-67], but 

shown to depend on the affinity of the binding site [66,67]; 3) the role of chromatin 

remodelling is not included in our model, but it has been shown that the TATA or 
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transcription start sites for GAL1, -10, -80 genes are nucleosome blocked, depending on 

gal4p for disruption and gal80p for nucleosome reorganization [68].  

 

Direct or indirect induction? Gal3p and gal80p, in the presence of galactose and ATP, 

form a complex containing one molecule of gal3p and one molecule of gal80p [69]. 

However the exact nature of such an interaction in vivo remains unclear. On the one hand 

it has been proposed that the gal4p-gal80p complex associated with the DNA does not 

dissociate after galactose induction  [70-72]. Platt & Reece [72] showed that in vitro 

induction involves the formation of a ternary protein complex composed of gal80p, 

gal4p, and gal3p, which in turn is proposed to activate transcription. A different proposal 

is that gal3p induces transcription indirectly, by binding with the repressor gal80p, which 

dissociates from the gal80p-gal4p complex, releasing active gal4p [73,74]. The 

hypothesis of a ternary complex implies that gal3p and gal80p are located in  the nucleus. 

However, Peng & Hopper [73,74] have suggested, based on in vivo localization 

experiments, that gal80p can be localized to both the nucleus and cytoplasm, but gal3p is 

located in the cytoplasm and there it can not interact with the gal80p -gal4p-DNA 

complex, but rather initiates induction via interaction with gal80p in the cytoplasm, 

modulating the gal80p–gal4p interaction.  

 

Both the ternary and non-ternary scenarios have been previously modelled [35,75] by 

considering their behaviour at equilibrium. Our model assumes the indirect and non -

ternary hypothesis , although we do not model the transport of gal80p between the 

cytoplasm and nucleus. Peng & Hopper [73] have suggested a rapid and efficient nuclear 

import of gal80p, and Verma et al [35] have shown, through mathematical modelling, 

that the shuttling of gal80p is a key step for a high ly sensitive response to the inducer. 

While such effects could in principle be modelled, at the dynamical level the complexity 

of the model rapidly exceeds our understanding of the mechanism, and the result will be 

extremely dependent on the assumptions. In our approach, the simple way is chosen, and 

all interactions are modelled as occurring in a single volume. Reaction rates were bas ed 

on bibliographical values; optimization techniques were used to adjust rates where 

necessary, and within acceptable limits, to give properties which agree with the observed 
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system. The resulting association and dissociation rate constants affecting all protein-

protein interactions, and also DNA-protein, are provided in Table 3 (Equations (2), (3), 

(4) (5) and (7)).  The dissociation constant KD for the complex G4dG80d is equivalent to 

0.85x10-9 M, close to the 0.3x10-9 M reported by Melcher & Xu [43], or the 5x10-9 M 

reported by Lue et al [76]. However, the affinity of G80 proteins to produce a dimer is 

much lower (7.9x10-8 M) than the reported by Melcher & Xu [43] (1-3x10-10 M). This 

discrepancy reflects the fact that our model is a simple representation of a complex 

phenomenon, where we try to keep only the essential features and where the reproduction 

of system behaviour is essentially a phenomenological approximation of a simple  and 

poorly understood process. Finally, the interaction of gal4p with its promoter binding 

site, our computed dissociation constant KD is 0.53x10-9 M, close of the 1.3x10-9 M 

reported by Melcher & Xu [43]. 

 

Sugar-protein interaction?  The closely related yeast Kluyveromyces lactis lacks a gal3p 

homolog and contains a single galactokinase-like molecule that functions both as a 

galactokinase and as transcriptional inducer [77]. In Saccharomyces cerevisiae , the 

protein responsible for galactokinase activity, gal1p, is a bi-functional protein that also 

can induce GAL gene expression like gal3p, although the inducer role of gal1p is 

neglected in the model, because approximately 40-fold more gal1p than gal3p is required 

to activate the GAL genetic switch in vitro  [72] and the level of approximation of our 

model can not account for this detail. It has been suggested [56,78] that the binding of 

galactose, and also ATP, to gal3p and gal1p induces a conformational change in the 

proteins and this conformational change is required to promote association with Gal80p. 

Platt et al [78] have shown that the insertion of just two  amino acids from gal1p into the 

corresponding region of gal3p confers  galactokinase activity onto the resultant protein, as 

gal1p. This observation supports the hypothesis of a sugar-protein interaction as the 

phenomenon that induces gal3p. We assume a simple equilibrium among galactose and 

gal3p reproducing a sugar-protein interaction. The association and dissociation rate 

constants have been selected (Equation (1) of Table 3) to allow a 10% induction at GAI 

0.5 mM and full induction at 111 mM, with around 80% at 16.7 mM. 
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Transcription and translation. The transcription and translation for GAL3 and -80 are 

described in Table 2 (Equations (15), (16), (19) and (21)). We assume that GAL3 and 

GAL80 as autoregulated genes have a high turnover. This assumption is based on the 

observations of Gancedo et al [79], which measured protein decay in Saccharomyces 

cerevisiae and showed that proteins can be divided into two groups of “high” and “low” 

turnover. The kinetic parameters are adjusted as: degradation rate kdr_reg 0.16 min -1; 

maximum initiation rates kir_3 2.9 m/c min-1 and kir_reg 1.4 m/c min-1; degradation rate 

kdp_reg 0.0037 min -1; and initiation rate kip_reg 18 min -1. The higher maximum 

initiation rate for GAL3 (kir_3) satisfies the observation that gal3p is more abundant than 

gal80p in the cell [74]. In agreement with microarray experiments comparing un-induced 

(raffinose) and induced (galactose) states [80], and other observations introduced above, 

the parameters provided satisfy a basal expression for these two regulatory genes under 

non-induction/non-repression, compared with the very low expression for the structural 

genes, and a moderate expression under induction with respect to structural genes. Also, 

the time scale of several minutes for increase of mRNA levels after induction (see 

examples in figure 3) approximates experimental time course observations (Hood and 

Weston; personal communication). Finally, the ratio Protein/RNA achieved at steady 

state is 4800 for both GAL3 and GAL80, corresponding to the measured mean ratio of 

protein to mRNA molecules [62]. 

 

The expression of GAL4 is not regulated by itself and was estimated by Laughon & 

Gesteland [81] to be almost identical in galactose-induced and non-induced cells. The 

translation of gal4p is introduced (Equation (17) of Table 2), with the same degradation 

rate kdp_reg than GAL3 and -80, and an initiation rate kip_4 of 0.86 m/c min-1, adjusted 

to provide a total gal4p value of 230 m/c [35].  
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Appendix 2: Derivation of the parameterized fractional saturation 

function for genes with multiple gal4p dimer binding sites. 

 

Below are the fractional saturation functions for different cases of promotion/repression. 

In the galactose model, P represents the gal4p dimer, and Q represents the gal80p dimer. 

Reaction rates and species number are in terms of molecules per cell. It is initially 

assumed that there is no cooperativity, so binding of one protein does not affect the 

binding rates of subsequent proteins. The case with cooperative binding is discussed at 

the end. 

 

Case (1). Single binding of P with gene G leads to promotion of transcription. This 

would be the case where gal4p dimer promotes transcription without repression, 

and is given as an illustrative example only. 

 

We treat each binding site as a separate species Gn for n=1 to N, and assume that P binds 

Gn with an equilibrium constant KP (ratio of the forward reaction rate to the backwards 

rate). The binding reactions can be written 

 

PGPG n
K

n
P→←+  (2.1) 

 

so at equilibrium nPn GPKPG ⋅⋅= . If there is only one copy of the binding site, we have 

 

nPnn P)GK(1PGG1 ⋅+=+=  (2.2) 

 

Setting p equal to the dimensionless quantity PK P ⋅  gives 
p1

p
PG,

p1
1

G nn +
=

+
= . 

 

The probability of all sites being unoccupied (no transcription) is 
N

p1
1









+

. Expanding 

the denominator ( ) ( )Np1Np,D +=  gives  
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(2.3) 

 

The terms in the polynomial correspond to the relative probability of the various possible 

configurations of the gene’s N binding sites. For example, if N=2, then  
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The first term corresponds to the situation where each binding site is occupied, which can 

occur in 1
0

2
=








 different ways. The second term corresponds to the case where only one 

binding site is occupied, which can occur in 2
1

2
=








 ways (i.e. one site or the other), 

while the last term corresponds to the case where no binding site is occupied, which again 

can only occur in one way. The function D(p,N) therefore accounts for all the possible 

configurations. To determine the probability of transcription, we find the relative 

probability of only those states which lead to transcription, and divide by D(p,N). 

Therefore the fractional saturation function is  
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(2.5) 

 

where the numerator omits the term with h=0 which corresponds to the case where no 

binding site is occupied. 
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Note that the fractional saturation function can also be written as 
N

p1
11N)F(p, 





+

−= , 

which is 1 minus the probability that no binding site is occupied. The main advantage of 

the summation notation is that it is useful in accounting for cooperative binding, as 

shown later. 

 

Case (2). Single binding of P with gene G leads to promotion of transcription, 

binding of Q with GP represses transcription. This is the case when gal80p 

represses by binding with the gal4p dimer/DNA complex. If Q forms a complex with 

a species R, then the system will be activated by increasing R.  

 

Proceeding as above, we have: 
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(2.6) 

 

Expanding the denominator raised to the power N as before gives  
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The fractional saturation function is  
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where  

 

( )


 >

=
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(2.9) 

 

in the numerator picks out those terms corresponding to a transcription state. 

Alternatively this can be written as 
N

pqp1
pq1
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+
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Now, suppose that Q forms a complex with R, so that only a portion QB is available to 

bind with DNA, and we ignore other reactions such as decay of the proteins or complexes 

with other proteins. At equilibrium we have 
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Setting 
R)K(1

Q
PKKQPKKpq

c
PQBPQ ⋅+

⋅⋅=⋅⋅=  in Equation (2.8) means that the 

repressive term pq will decrease with an increase in R, so the system is activated via 

double repression. Note that the function N)pq,F(p,  has a maximum value of 

N

p1
1

1 







+

− , which is less than unity, even if all the repressor Q is removed. 
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Cooperativity 

 

When the fractional saturation functions are expressed as here by a series of summations, 

it is easy to modify them to account for cooperative binding. Suppose for Case (2) above 

that if one molecule of P is bound, the binding coefficient for subsequent molecules  

increases to PPKC , and similarly for Q. In the summation, the index h counts the number 

of sites bound with P, and i counts the sites bound with PQ. Therefore the total number 

of molecules of P bound is given by h+i. Since all but the first of these binding reactions 

has a binding coefficient of PPKC , the corresponding term in the expansion must be 

multiplied by a factor 1ih
PC −+ . A similar argument for Q gives a fractional saturation 

function 
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Here 

 

( ) 1i
Q

1ih
P CCih,C −−+=  (2.12) 

 

where negative exponents are set to zero (cooperativity only has an effect if at least one 

molecule is bound). The galactose model assumes cooperativity in the binding of gal80p 

dimer with CQ=30, but no cooperativity in gal4p binding. 
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(Tables) 

 

Table 1. Abbreviations for Chemical species . 

 

The same symbols are used to refer species and for concentrations. 
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Table 2. Model description in term of ordinary differential equations 

 
 v_TR, v_GK, v_TF and v_EP refers to the equations describing the transporter and enzymatic 

reactions (Equations (1.1) to (1.4)); kir_struct, kir_2, kir_3 and kir_reg are the maximum initiation 
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rates for transcription, and F is the fractional saturations (Equation (2.8) in Appendix 2), and 

depends on the equilibriums constants KP and KQ defined in Table3 (Equations (2) and (6)); 

kdr_struct, kdr_2, and kdr_reg are the decay rates for mRNA; kip_struct, kip_2, kip_4 and kip_reg 

are the initiation rates for translation; kdp_struct  and kdp_reg are the decay rate for proteins; 

v_G3i, v_G4d, v_G80d, v_G4dG80d and v_G80G3i account for sugar-protein and protein -protein 

interactions (Equations (1), (3), (4), (5) and (7) in Table 3); v_G7d and v_G10d refers to the 

dimerization of G7 and G10, and use equivalent rate values as for v_80d (Equation (4) in Table 3). 
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Table 3. Optimized association and dissociation rate constants. 

 
kf are the units are (molecules/cell) -1 min-1, and kr units are min-1 
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